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Steps towards improving the security of chaotic encryption
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We present a method in which a chaotic signal is used to mask a message securely. It depends on separating
the two tasks of synchronizing the chaotic oscillators and encrypting the message. A sporadic drive together
with a functionf of the ciphertext and response system variables is used to make extraction difficult. We give
a choice off that makes the method similar to a one-time pad, with pseudorandom numbers provided by the
chaos.
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[. INTRODUCTION of how to extract the plaintext message without keys,[5¢e
The difficulty can be repaired adequately as showf6inby

It is well known that two identical low dimensional sys- discretizing the signal and the message, thus blurring the
tems exhibiting chaotic motion may be synchronized by giv-return map, and preventing the message from being easily
ing one system partial information about the state of thedecrypted with simple signal processing techniques. This
other. Since this chaos is unpredictable, the complete state 8fethod improves security even when using systems that ex-
the chaotic oscillator is difficult to predict or reproduce with- hibit a low dimensional chaotic trajectory, as an intruder sees
out an identical nonlinear system. This makes chaos a goo@hly discrete points on the attractor. The aim of this work is
candidate for masking a message. Pecora and Qdifolo-  t0 propose methods that can encrypt messages more securely
ticed that, by adding a message with a small amplitude to thBY destroying more information about the message that may
chaos, the signal is still close enough to the exact chaotibave otherwise been gathered from the cyphertext. We con-
mask to allow the dynamics of the two systems to synchrosider a digital implementation where the systems are solved
nize, if they share all the same parameters in the equations-aumerically. The chaos is used to create a pseudorandom bit
which become the private keys to the method. It is assumegtream and this bit stream is used as a mask for the message.
in this method that the nonlinear System in use is known byl\fter introducing the notation in Sec. Il, we discuss in Sec.
an intruder, as is the function that combines the chaotic mask! the desirable elements of a secure method and show how
with the messageaddition in this case This must be re- the proposed method overcomes flaws in previous ap-
tained in any modifications to the method. By the use of sucproaches. Transmission errors are considered in Sec. IV and
synchronization, we can reproduce the mask at the receiving€ highlight possible sources of weakness in Sec. V. In Sec.
end. Simply subtracting this reproduced mask from the reVl we briefly discuss how this method may be used in an
ceived encrypted message leaves the original plaintext megnalog system, and some practical hurdles in this implemen-
sage. We note that many other popular methods of usingation.
chaos to encrypt a message exH], including shift key-
ing, which are not addressed in this paper. IIl. NOTATION

There has been much interest in using synchronized low rqr ease of discussion, we assume that the system has

dimensional chaos for data encryption. The encryptionn ee variables. The proposed method is general enough to
method is reasonably fast, simple to implement, and has begfe on any synchronizable chaotic system, continuous or dis-
assumed secure. However, several security _flaws have 'Brete; however, in this paper we will often use the Lorenz

cently become apparent that allow the underlying message Q stem as an example as it is the system that appears most in

be revealeq without a knt')wled'ge of the private keys Or €Velthe study of encryption with chaotic ordinary differential
of the nonlinear system itself in some cases. Increasing th@quations. We write the generic system as

dimension of the chaos does not appear to be the way to

improve security3]. X=01(X%Y,2), Y=02Xy,2), z=03(X,y,2).

The addition of the message to chaos changes the return . . .
map of the chaotic signal, as may be seen by plottin ng drive fysteq?lvglllge d(tenotag and g&e vgrla_kl)lels of
maxima and minima of the masked message. If the retur € drive system wi e_”elr;o eﬂ(li Y’ aan_ z: dlml ardy,
map is close to being one dimensional, then the message ¢ . rglsponse systedm WIW e called ag 'tﬁ n e.pgr gnt
be detected as deviations to this quasi—one-dimensionali'géa_”a esra, ly ag iz We "’.‘Ssk‘)‘me tda.t t Jec)/aga 'I?hls
This is the case in the return map of the Lorenz equations ast'"d US€d as a drive, 1.e, IS Deing driven byd,. 1he

used in[1], as well as many other equations. For a discussioﬁig‘ézggngzssage will be denoted by and the ciphertext

. .- Ill. REPAIRING THE FLAWS
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phertext. Conventionally, the messagés reduced in ampli- r,. If the two oscillators are synchronized themcan be
tude to be much quieter than the chaotic mdgk the two  recovered througrffl(c,rx,ry,rz). Following this is an-
are then superimposed to gieeWe are forced to use such a other packet, containing a header, and some encrypted data,
simple function of the mask and message because we neethich is dealt with in the same manner.
the combinatiorm andd, to look very similar tod, so that it As the synchronization of the oscillators and the encryp-
can be used to synchronize the response system with tHi@®n of the message are separated, we have complete freedom
drive system. We could imagine a much more complicatedn how we choosé, as long ag is invertible. We can choose
function of m andd,, denoted byf(m,d,), that looks like f in such a way that small deviations in the keys become
neither the message nor the mask, and would be much morgore sensitive. In conventional chaotic encryption, keys that
complicated to cryptanalyze. All useful information about are not identical but are very close can still be used to syn-
the message contained in the return map could be completehronize the two systems very well, thus reducing the key-
scrambled by a sufficiently complex combination. In fact, wespace of the encryption. We will not alter this; close keys
could even imagine combining the message with more thawill still synchronize the systems closely. Instead, we will
one mask from the transmitter, supplied by more than ong€onstructf to be very sensitive to small changes in the cha-
variable of the nonlinear system. For example, in our systematic inputsd,, d,, andd, so that close synchronization will
of three dynamical variables we could use a function of all ofnot be good enough to decrypt the message. There are many
the three variables and the mességm,d, ,d, ,d,) to create ~ ways to create such @& The point of this encryption is that
a complicated ciphertext message. The problem is then usinge have complete freedom in choosiigdere we will dis-
this as a drive. We mention again that béiind the nonlin-  cuss one suchthat can be used to give arbitrarily sensitive
ear system are assumed to be known to an intruder. The key€ys.
to the method will be parameters in the differential equa- The way we construdtwill be to take the least significant
tions, analogous to the parametets, andb used in[1], and  digits of d,, d,, andd, to create three bit masks. The way
only these keys are unknown to an intruder. we have chosen to do this is with the function

The information contained in the signal that will be used
for the drive is potentially useful to an intruder. However,
scrambling this information to make it more difficult for an . . . .
intruder to use also makes it impossible for the responsr?'m'lar_ functions usingl, andd, create maskand mask.
system to use as a drive signal, destroying any hope of sy Heresis a num_bq used to control how s<_an5|t|ve the_ function
chronizing the oscillators. Is to the chaotic inputs, and*2NT_MAX is the maximum

To allow the use of this complicated function of the vari- Unsigned integer that can be represented by the computer.
ables and the message, we must appreciate that there are tWais results in three integer sized bit masks. For example, if
tasks here. One is to synchronize the two oscillators to creaté«=27.183948475701, we are taking the least significant
identical masks, in a robust way, and the other is to usdligits of d,. If s=10°, we take 475701 and create a bit
masks created by the chaos to encode and transmit dat®ask out of this. It is the most significant digits of the chaos
Separating these tasks will allow us to use the chaotic masK§at are easily predictable. We dispose of these most signifi-
in any way we desire, and still synchronize the two systems¢ant digits, and use the digits that are sensitive when close
These changes to the method allow us increase securithut not exact keys are used. These bits are also sensitive to
Based on the results [i6], we can use a sporadic dri{/g] to numerical error, which will be dealt with later. Once mask
accomplish this separation of tasks. We consider no messag@eask , and maskare created, 80R operation is performed
here, just the synchronization of two identical oscillators. Wewith the message to create the ciphertext
can synchronize two oscillators if we send a short drive pulse
everyT, time units, so long a$,, is shorter than some maxi-
mum timeT, . The timeT,, will be determined by the choice
of oscillator used. In the Lorenz systeiin, was found to be
~0.31 if thex variable is used as a drive sigrj&l]. During
the time the drive is off, nonzero errors will grow until the
next drive pulse. When the method is implemented digitally, m=c& mask ® mask & mask . 3
once the chaos is synchronized to machine precision, only bit
errors will cause the oscillators to come out of synchronizaNotice that an intruder must be able to reproduage d,,
tion. andd, down to the sensitivity determined Isjto be able to

We now consider the creation of the transmitted messageead the message. This differs from conventional chaos en-
as a sequence of packets, where a packet contains a headmyption, which only requires that the intruder work with
and some encrypted data. The header contains a single pietem a ciphertext signal that lookalmostlike d,. In our
of the sporadic drive signal. In our example, the header willmethod, even if the intruder could reproduteexactly, the
be d, at regularly spaced intervalg,. The header is fed message could not be decrypted without knowdygandd,
straight into the drive of the response system to keep the twas well. We show the results of a correct decryption, and an
oscillators synchronized. After the header, the encrypted datattempted decryption with close but not exact kéyithin
are sent. They are not fed as a drive to the response syste2f), in Fig. 1. We emphasize that this choicefa$ only an
but instead are sent to the inversd,ailong withr,, r,, and  example. The choice of this function is completely arbitrary.

mask =| (sd,—[sd,])(2* INT _MAX)|. (1)

c=mo mask ® mask & mask . 2

If the receiver can reproduce mashkmask , and maskfrom
I, Iy, andr,, then the message may be recovered lpR
operation on these masks with the received ciphertext
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FIG. 1. Decryption of an oscillating bit stream with exact keys

(top), and close but not exact keysottom. FIG. 2. Error in each bit of recovered message when a bit error

occurs in header at bit 142400.

We have used this function because of its ease of use. It i§sgi|iators are still synchronized, the next packet will not be
not the best choice, because the first bits in the mask are 'e&%stroyed by this bit error. A far more serious error is an

secure than the later bits since they come from more signifia;or i the packet header. If the response system is fed false
cant digits in the chaotic variables. We could do better bYinormation as a drive, then the two oscillators fall out of
subjectin_g this_ mask to a hash function to make the Sec”rit¥ynchronization. The masks cannot be reproduced from the
across bits gmform. . unsynchronized response system, and the packet is de-
_ This particular choice of makes the method look very gyoved. In addition to this, all packets are destroyed until the
similar to a one-time pad, with pseudorandom numbers prog,, oscillators come back into synchrony. We can see this in
vided by the chaos. A one-time pad performec® operation i 5 \where the Lorenz system is used; approximately 14
on a message witheal random numbers, and is provably jiopytes are lost before the oscillators are again synchro-
secure. The security of a one-time pad relies on the maskj;eq This length of time depends on both the oscillator
being truly random, and the pad being sharedobyy the | ;seq and the value of If we sets such that we demand the
transmitter ar.1dl receiver. The mask in our method is not trulyqqijators be in synchrony right down to machine precision,
random, but if it displays the properties of random numbersyan the recovery time is longer. This is a trade-off against
well enough and is very hard to reproduce with the informa,o sensitivity of the keys. Demanding the masks match ex-
tion freely available, then the plaintext will be secure to aNYactly down to the last bit makes the keys incredibly sensitive

reasonable amount of computing power. Since the pad i§.q thys increases the available keyspace. However, it also
reproduced from synchronization data, the pad does not negfl.reases the recovery time in the event of an error in a

to be sha}req by Fhe transmitter and receiver before the secufg 5 qer. But, in any case, only a finite number of packets are
communication is to occur. Note that the actual pad Createﬂestroyed by any errors in transmission.
by the transmitter depends on the random initial conditions
chosen for the oscillator, which should be different every
time to ensure the pad is only used once. The receiver does
not need to know these random initial conditions, for when
the communication is initialized several “handshake” head- Encrypting a message in this way is simply using a pseu-
ers are sent to synchronize both systems before any data aigrandom number generator to create a one-time pad. The
sent. During this handshake, even close initial Cond't'on%ecurity of this type of encryption lies wholly in the random
will diverge, ensuring the uniqueness of every pad by any,ymper generator. We have changed how the random num-
reasonable standardd:he pad will not be unique since the perg are generated. By doing so, we gain an important ad-
computer can only represent a finite number of initial condi-yantage. In many pseudorandom number generators, if syn-
tions; however, this finite number is large enough that anshronization is lost, then it can never be regained in a secure
intruder should never see a pad repeated. manner. Each random number depends on a small number of
previous numbers only, so the first random numbers, the
seeds, determine all succeeding random numbers. If synchro-
nization is lost, one cannot simply have the transmitter send
We consider burst noise that affects one or more bits in @ll the state information of its random number generator so
packet, either in the data or in the header. If there are errorthat the receiver can resynchronize. This would allow an
in the encrypted data of a packet, then this packet will bantruder to synchronize as well. Thus all bits of the message
destroyed. The masks will be reproduced correctly at theafter a synchronization error are lost. By using synchronized
receiver’s end, but if the input ciphertext contains errorschaos, we send some resynchronization information to the
then the output off ! will also contain errors. Since the response system in each header that allows it to resynchro-

V. ADVANTAGES, DRAWBACKS,
AND POTENTIAL FLAWS

IV. ROBUSTNESS TO BIT ERRORS
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nize after loosing a finite number of bits. It is a much moreand the functiorf are known to an intruder. The scalar pa-
difficult task for an intruder to use this synchronization in- rameters of the nonlinear equations, in the case of the Lorenz
formation. The intruder must reprodudg, d,, andd, ex-  systemr, b, and o, remain unknown to the intruder and be-
actly from discrete pulses df,, or, alternatively, reproduce come the private keys to the method. The return map attacks
the private keys from this same information. The chaoticagainst the conventional method are repaired, and we believe
equations are not fixed in this method, so the intruder muss few as possible new potential attacks are opened. This
find a general way to do this, one that will work on all method is part chaos encryption and part pseudorandom
synthonizable low dimensional chaotic systems, continuoug,mper one-time pad encryption. We have kept the strongest
or discrete. , , o advantages of both methods, while losing as little as possible
One drawback to this method is that the sensitivity to key§y, he combination of the two. The security of this method is

also creates sensitivity to numerical error. The systems aret a closed matter. The easiest attacks to see are those at-

chaotic, so large numerical errors will occur, but if we can bettacking the random numbers, or gathering information con-

assured that exactly the same numerical error will occur Yained in the headers and trying to reproduce either the keys

both ends, there is no problem. Unfortunately, this is not r the mask. However. discrete points on the traiectory of a
always so easy to ensure. Machines that have different pré’- ’ ' P J Y

cisions for floating point numbers will not decryptdfis set chaptlc attraqtor ha\{e been usec[@]i and fou.nd o be secure

to be very sensitive. This amounts to standardizing how th&dainst the simple signal processing techniques used to break
floating point numbers are used in the method. This may h&haotic encryption as if]. Further, we have shown through
done by using a language that determines floating point nunisimple tests of randomness, including Knuth's spectral test,
bers across platforms, such &sA, or by standardizing the and a test of the dimensionality of the structure of thg ran-
hardware that executes the encryption. In addition, the sam@m numbers, that the random numbers will not fall victim
numerical algorithms must be used at both ends, but this jud® the simplest of attacks. However, this analysis is insuffi-
amounts to standardizing the software, and does not poseG€nt to state that the random numbers engotographically
problem. We should also note that the headers increase ti§€cure. We do not address if enough information can be ob-
size of the message. This increase will vary, depending offined from the headers to attack the message, but we do not
the nonlinear system used, by its valueTgf. Obviously a  See any simple ways to achieve this. Before_ th|§ method is
large T, allows a lot of encrypted data to be sent after almplemented and used for secure commumcatlon,_both of
synchronization header and will still be able to resynchronizdn€se pointsnustbe analyzed in a more comprehensive and
after an error. The Lorenz system allows transmission of apl? depth studyi8]. Finally, we mention that this method may

proximately 36 bytes of data after 8 bytes of synchronizatiorf!SC be applied to analog communications by credtiogbe
information. a complex analog function. However, since the receiver must

know when it is receiving a header and when it is receiving
encrypted data, there must be synchronized switching be-
tween the transmitter and receiver. This is trivial in a digital
We presented a private key method of encryption usingystem, but not as trivial in an analog implementation. It is,
synchronized chaos. We assumed that the nonlinear systelnowever, a solved problem used in all computer networks.

VI. CONCLUSION

[1] Louis M. Pecora and Thomas L. Carrol, Phys. Rev. L. [5] Gabriel Peez and Hilda A. Cerdeira, Phys. Rev. Lét4, 1970

821(1990. (1995.
[2] M. S. Baptista, Phys. Lett. 240, 50 (1998. [6] Y. Y. Chen, Europhys. Let34, 245 (1996.
[3] K. M. Short and A. T. Parker, Phys. Rev.38, 1159(1998. [7] Toni Stojanovski, Ljupco Kocarev, and Ulrich Parlitz, Phys.
[4] Tao Yang, Lin-Bao Yang, and Chun-Mei Yang, Physicd 2%, Rev. E54, 2128(1996.

248 (1998. [8] Pei Yu, Blair Fraser and Turab Lookmé&nnpublishedl

017202-4



